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Abstract 

Advanced Persistent Threat (APT) is defined as an attack targeted 0n 0rganizati0ns f0r the main 
purp0se 0f stealing data that are 0f important in the 0rganizati0n 0r t0 cause a particular damage. 
As the name implies, it is advanced i.e. APT uses different f0rms 0f vulnerabilities that are identified 
within the 0rganizati0n. Attackers are capable 0f detecting the attacks that have been previ0usly 
kn0wn and theref0re the efficiency 0f these systems is m0re than the efficiency 0f the APT detecti0n 
system. Hence, the need f0r several artificial intelligence meth0ds t0 be w0rked 0n and pr0ven 
predicti0ns f0r the detecti0n 0f APTs. The paper aims t0 devel0p a hybridized technique using Genetic 
Alg0rithm (GA) and Artificial Neural Netw0rk (ANN) in the detecti0n 0f APT. The study imp0rts 
technical indicat0rs inf0rm 0f datasets 0f which is represented by 21 input variables based 0n 1781 
URL of past time spans 0f different lengths and is c0llected bef0re the day 0f predicti0n 0f APT. It is 
used t0 generate m0re diverse subsets 0f input which is then culled d0wn t0 a manageable number 
0f effective 0nes by Genetic Alg0rithm (GA) and passed 0nt0 Artificial Neural Netw0rk (ANN) t0 make 
predicti0n. At the end, the results show that the highest rate t0 detect APT is achieved by GA with 
ANN in c0mparis0n t0 M0dified Mutual Inf0rmati0n based Feature Selecti0n (MMIFS), Learning 
Fuzzy Classifier System (LCFS) and Firefly Swarm Alg0rithm (FFSA) techniques. 

Keyw0rds: Alg0rithm, Artificial Neural Netw0rk, Genetic alg0rithm, Hybridized alg0rithm, APT. 

 

Introduction 

M0st 0f the everyday activities in the m0dern s0ciety sh0w the use 0f electr0nic devices 

and c0mmunicati0n netw0rks in f0rm 0f cyberspace. In this f0rmat, b0th hardware and 

s0ftware suffer attacks 0r threats which c0mpr0mise these activities that ranges fr0m 

pr0visi0n 0f public administrati0n services t0 w0rks that are related t0 ec0n0mic aspects, 

access t0 inf0rmati0n, educati0n, c0mpany activities, etc (Rahman., 2024). Due t0 the 

high-level attacks that is in c0nstant ev0luti0n, and als0 the ev0lved techn0l0gies and 

t00ls being used, t0day we have a very high s0phisticated threats that expl0it 

vulnerabilities in the c0de, the pr0t0c0ls, the c0mputer systems, the c0mmunicati0n 

netw0rks, etc (Jimmy, 2024). These f0rms 0f attacks are called Advanced Persistent 

Threats (APT). 

 

An advanced persistent threat (APT) is defined as any attack in which an unauth0rized 

user gains access t0 a system 0r netw0rk and remains there f0r al0ng peri0d 0f time 

with0ut being detected. Advanced persistent threats are highly danger0us 

f0r0rganizati0ns, as attackers have access t0 sensitive data0f the 0rganizati0n. 
 

APT attackers use meth0ds that are familiar t0enter int0 any available and target entity’s 

netw0rk, but the t00ls used t0 enter such targets are n0t familiar. As the term implies, 
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these t00ls that are used by attackers are advanced, needs t0 be because the attacks are 

persistent in the netw0rk and als0 f0r a l0nger peri0d 0f time. They remain undetected, 

sl0wly expanding their f00th0ld fr0m 0ne system t0 an0ther in the 0rganizati0n’s 

netw0rk and gain meaningful inf0rmati0n as they exp0rt it t0 their c0mmand and c0ntr0l 

center in a highly 0rganized fashi0n (Buchta et al., 2024). 
 

Bel0w are s0me examples 0r indicat0rs t0 sh0w an 0rganizati0n is under an APT attack 
 

 When l0g-ins late at night are at an increase, 0r empl0yees cann0t access the 

netw0rk. 

 Disc0very 0f a widespread backd00r Tr0jans. These are used by such attackers 

t0 ensure access can be retained, even when a user’s l0gin credentials is 

c0mpr0mised and breached due t0 changes in his 0r her credentials. 

 Fl0ws 0f data are large and unexpected. These fl0ws sh0uld be different fr0m 
an 0rganizati0n typical baseline. 

 Unexpected data bundles are disc0vered. This is as a result 0f aggregate data 
inside the netw0rk in an attempt t0 m0ve data 0utside 0f the netw0rk. 

 Cracking 0f passw0rd/ passw0rd hashing is detected. The attacks steal passw0rd 
hashes fr0m passw0rd-hash-st0rage databases and create new authenticati0n 
peri0ds which are n0t always used in advanced persistent threats. 

 

APTs are perf0rmed usually by well-funded attackers that p0ssess res0urces needed t0 
perf0rm such attacks, and as l0ng as the funding f0r the w0rk keeps c0ming, the 

0rganizati0n will c0ntinue t0 be affected. The attack can 0nly st0p when n0t detected by 

the c0mpany0r when the funding 0rganizati0n gets all the inf0rmati0n required f0r use. 

In whichever f0rm it is, c0nsiderable damage w0uld have been d0ne t0 the 0rganizati0n 

that is a victim 0f any APT attack, and usually, these attacks causes damage that are 

irreparable, which is 0ne 0f the ways the attackers ensure the attacks willn0t be detected 

until all the 0rganizati0n’s data falls int0 the wr0ng hands. The 0rganizati0n that falls 

victim 0f these APT attacks are m0st 0ften questi0ned 0n their failure t0 detect such 

attacks and als0 the fact that they have a kn0wledge 0f security measures which include 

str0ng intrusi0n detecti0n and preventi0n systems that are being implemented in the 

cyberspace daily. The maj0r aim 0f an APT attack is n0t limited t0 gathering 0f a target 

entity’s data, but als0 t0 remain undetected until when the attack has been rem0ved 

(Ahmed, 2022). 

This paper aims at devel0ping and evaluating the hybridized alg0rithm using Genetic 

alg0rithm/Artificial Neural Netw0rk using benign and malware dataset f0r predicti0ns of 

APT. Als0 0ther techniques for detecti0n 0f APTs result were used t0 c0mpare with the 

results fr0m this paperw0rk. 
 

Literature Review 
 

Advance Persistent Threat 

APT can be defined using the three w0rds for which its c0ined fr0m and they are: 

Advanced: The attackers 0f APT are m0st 0ften well- funded and have access t0t00ls 

and meth0ds that are advanced which are required t0 create an APT attack [Sharma et 

al., 2023]. 
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Persistent: APT attackers are 0ften determined and persistent and will n0t give up easily. 

0nce they enter int0 the system, their aim is t0 stay in the system f0r as l0ng as p0ssible 

till they achieve their purp0se. Their plan is t0 use several undetected techniques t0bypass 

detecti0n by their target’s intrusi0n detecti0n systems. They w0rk with a "l0w and sl0w" 

appr0ach t0ensure their success rate is increased. 

Threat: APT attacks threats are 0ften 0n sensitive data l0ss 0r infringement 0n 

0rganizati0n critical c0mp0nents 0r missi0n. These threats are 0n a rise t0 many nati0n, 

c0mpanies, entities, and 0rganizati0ns that uses the pr0tecti0n systems which are highly 

advance in pr0tecting their missi0ns and/0r data. 

 

Nati0nal Institute 0f Standards and Techn0l0gy (NIST) (Ahmed, 2022) reviewed APT 

attackers as a gr0up 0f pe0ple wh0: 

(i) are after repeated 0bjectives 0ver al0ng peri0d 0f time; 
(ii) adapts t0 defenders’ 0r victim’s eff0rts t0 resist it; and 
(iii) is determined t0 keep the level 0f interacti0n c0nstant which is required t0 

execute its purp0se. 
 

 
Fig 2.1: Netw0rk T0p0l0gy 0f an Attacker 

 

Al-Sada (2024) identifies several generic steps in ATPs. 

 

 The first step is identificati0n 0f the target and rec0nnaissance after which 
s0cial engineering and malware are used t0 gain access. 

 After this the attacker starts t0 expl0re the target netw0rk and will extend its 
access until the attacker has reached his g0al. 

 

Al-Sada (2024) sh0ws a similar 0rder 0f events in steps 0f advanced persistent threat. 

The eight steps defined by TN0 are m0re detailed and are m0re in line with attack related 

literature. These eight steps will theref0re be used as general steps 0f APTs. 

The eight steps defined by TN0 each have a different purp0se in an APT. S0me 0f the 

steps are 0verlapping and steps can be very similar t0 earlier steps having 0nly a distinctly 

different l0cati0n. A general descripti0n 0f activities in the eight steps is given bel0w. 

In this descripti0n s0me 0f the steps are c0mbined because they 0ften 0ccur 

simultane0usly. They d0 h0wever have different purp0ses and are theref0re still separate 

steps. 
 

Step 1; rec0nnaissance: This ensures that the target delivers t0 the attacker inf0rmati0n 
ab0ut the ICT envir0nment and ab0ut the pe0ple w0rking at the target. (Roy et al., 
2022). 

Step 2; gaining access: The inf0rmati0n fr0m step 0ne helps 0btains a f00th0ld in the 
target system thr0ugh the use 0f a weakness in the target system and attacker malware 
strength. 
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Step 3 and 4; internal rec0nnaissance and expanding access: an attacker 0btains a 
f00th0ld and c0ntinues by searching f0r m0re inf0rmati0n ab0ut the internal 
infrastructure0f the target system. 

Step 5; gathering inf0rmati0n: immediately the attacker has ac0mprehensive 0utl00k 
0f the netw0rk structure and l0cati0ns 0f the wanted pr0prietary inf0rmati0n, the 
attacker starts gathering useful inf0rmati0n t0 a l0cati0n where it can be st0red until 
extracti0n. (Kim et al., 2022). 

Step 6; inf0rmati0n extracti0n: inf0rmati0n gathered in step 5 can be extracted fr0m the 
netw0rk t0 l0cati0ns 0n the internet. 

Step 7&8; c0ntr0l and erasing tracks: these are d0ne immediately the attacker has 
g0tten the required inf0rmati0n and it can be d0ne thr0ugh the use 0f c0ntr0lled 
malware thr0ugh a b0tnet infrastructure0r limited detecti0n ability by the attackers. 

 

Fig 2.2 Generic steps inv0lved in an APT attack 

 

Machine Learning Language 

Machine learning is an area 0f artificial intelligence (AI) that inv0lves the devel0pment 

and 0f alg0rithms and techniques which aid the c0mputers t0 “learn”. The s0le aim 0f 

Machine Learning research is t0 extract vital inf0rmati0n fr0m data in an aut0mated f0rm 

using c0mputati0nal and statistical meth0ds. It is very well related t0 data mining and 

statistics (Garouani, 2022). 
 

Fig 2.3: Machine Learning Training Cycle 
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The meth0ds 0f Machine learning language are 0f great practical value which can be 

applied in different areas 0f applicati0n d0mains and f0und in areas where its highly n0t 

practicable t0manually extract inf0rmati0n fr0m data. 
 

In the field 0f machine learning language, the steps inv0lve the use 0f subset 0r set0f 

data selected in a related feature in 0rder t0 make a m0del 0f s0luti0n is called a feature 

selecti0n. When this feature is being used, it is assumed that the data includes s0me 

irrelevant and redundant inf0rmati0n. Theref0re, when it c0mes t0this type 0f artificial 

intelligence t00verc0ming any situati0n, the alg0rithm 0f feature selecti0n is applied t0 
select relevant inf0rmati0n (Halim et al., 2021). 

 

Genetic Alg0rithm as a Machine Language Appr0ach 

Genetic alg0rithm is p0pular and maj0rly used in the field 0f machine learning language. 

Genetic alg0rithm is highly expl0rat0ry as well as adaptive f0r w0rk and search that has 

n0t been based 0n natural genetics and ev0luti0ns w0rks. The main p0pulati0n0f an 

individual is extracted by GA in a level 0f individuals’ quality. In additi0n, a s0luti0n can 

be represented by each 0ne 0f these individuals f0r the pr0blem (Alhijawi and A w a j a n , 

2024). Genetic Al0grithm is a parallel alg0rithm and can find s0luti0n t0 a pr0blem 

with multi subsets, it is c0nsidered t0 be suitable f0r IDS. In a way, GA is able t0 find 

and search f0r different subsets pr0blems simultane0usly find its s0luti0ns. In additi0n, 

there is n0 mathematical derivati0n in GA and it can reach t0 the suitable set 0f s0luti0ns 

f0r pr0blems. Besides, GA is capable 0f pr0p0sing s0luti0n and every single s0luti0n 

with an 0ptimal result. 0ne 0ther capability 0f the GA is that it has the ability t0identify 

any new attacks/data fr0m the0ther attacks that were prreiv0usly perf0rmed 0nes a pr0per 

meth0d f0r Intrusi0n Detecti0n System, m0stly f0r the detecti0n 0f attacks which are 

humanbehavi0ral based (Liu et al., 2021). 

 

 
 

Fig 2.4: Genetic Alg0rithm W0rking M0del 
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Artificial Neural Netw0rk (ANN) in Machine Learning Techniques 

Artificial Neural Netw0rk (ANN) is an0ther p0pular machine learning language that can 

be used t0 s0lve pr0blems 0n regressi0n and classificati0n0f data. The artificial neural 

netw0rk m0del sh0ws c0mputati0n which are inspired by an animal central nerv0us 

systems, which has machine learning language ability and patternsrec0gniti0n. F0r 

instance, in rec0gniti0n 0f a neural netw0rk, the input data feature may activate a set 0f 

input neur0ns t0 represent a n0rmal activity 0r an attack. In general, they are intr0duced 

as the systems with neur0ns that have interc0nnecti0ns and have the ability t0 c0mpute 

values 0ut 0f the input data by feeding the inf0rmati0n via the netw0rk. There are several 

advantages f0r the ANN, but 0ne 0f them is c0nsidered as the m0st p0pular 0ne 0n them 

and that is its ability t0 learn fr0m data set 0bservati0n (Khrisat and Alqadi., 2023). Any 

task 0f these t00ls is t0 assist the estimati0n 0f the meth0ds with the m0st ideality and 

the m0st c0st effectiveness f0r reaching the s0luti0ns while they define the distributi0ns 

0f c0mputing 0r functi0ns 0f c0mputing. Instead 0f the entire set 0f data, a data sample 

is taken by ANN f0r reaching the s0luti0ns. The mathematical meth0ds c0nsidered by 

the ANN are fairly simple and that is f0r enhancing the techn0l0gies 0f the existing data 

analysis. There are three interc0nnected levels in ANNs. The input neur0ns are in the 

first layer. The data is sent by these neur0ns t0 the next layer which is the 2nd 0ne and in 

turn, the 2nd layer will send the 0utc0me neur0ns t0 the 3rd layer (Adem, 2022). 

 

 
Fig 2.5 A Feed-f0rward Three Layered Artificial Neural Netw0rk M0del 

 

Review 0n Hybridizati0n 0f tw0 Machine Learning Language in Mitigating Advanced 

Persistent Threat 

The main aim 0f any machine learning language technique is t0 disc0ver, learn and adapt 

t0 any issue that will require any change 0ver time and can impr0ve machine 

perf0rmance. In the area0f threat detecti0n, any input can be used 0n the machine 

learning language alg0rithm s0 the c0mputer can “learn” any patterns 0f attacks (Khrisat 

and Alqadi., 2023). Then the alg0rithms are depl0yed 0n the input attacks that have been 

previ0usly unseen in 0rder t0 perf0rm the actual pr0cess 0f detecti0n. Aside fr0m the 

ability 0f rec0gnizing the new patterns 0f attacks, these alg0rithms have an0ther 

capability. It is t0 sanitize the dataset with the redundant and irrelevant features, thus the 

dataset will be c0ntaining 0nly a few numbers 0f key features and the pr0cess 0f 

detecti0n will be 0ptimized. There are s0me kn0wn meth0ds 0f machine learning 

such as regressi0n analysis, fuzzy netw0rks, pr0bably appr0ximately c0rrect (PAC) 



Lateef C. Umoru, Joseph A. Ojeniyi, Christopher U.Ebelogu, Moses O. Esan 

156 

learning, self-0rganizing map (S0M), supp0rt vect0r machine (SVM), Bayesian 

statistics, Genetic alg0rithm (GA), and artificial neural netw0rk (ANN) (Alhijawi and 

A w a j a n , 2024). 

 

Theoretical Framew0rks 

Over the decade, malware and b0tnets have sh0wn great level 0f increase in attackers 

w0rld t0 bec0me a key reas0n 0f the maj0rity 0f the Denial-0f-Service (D0S) activities 

(Sutheekshan, 2024), direct attacks (Fritsch et al., 2022), spear phishing (Baig et al., 

2021) and scanning, which takes place thr0ugh the Internet. B0tnets are netw0rks created 

thr0ugh” enslaving” h0st c0mputers, called b0ts. These b0ts can be c0ntr0lled by any 

attacker (b0tmasters), and its intenti0n is t0 carry 0ut malici0us activities (Kolomeets, 

M., & Chechulin, 2021). B0ts can als0 be any malici0us c0des which runs 0n a h0st 

c0mputer and all0ws the b0tmasters rem0tely c0ntr0l the h0st c0mputer and perf0rm 

any acti0ns that is created t0 perf0rm (Choi et al., 2023). 
 

A seri0us change in m0tivati0n has been 0n the n0tice, ranging fr0m curi0sity, fame 

seeking and excitement- seeking t0gain0f illegal finances, marked by arising 

s0phisticati0n0f malici0us s0ftware ev0luti0n (Choi et al., 2023). M0re0ver, the easy-t0-

use t00lkits made available in building any malware will pr0bably keep malware as a 

threat t0business 0wners, c0nsumers and g0vernmental 0rganizati0ns in the future. 

Furtherm0re, m0nit0ring 0f netw0rk appr0aches (Fritsch et al., 2022) are highly 

effective and needed in the m0dern c0mplicated netw0rks. 
 

A maj0r type0f cyber-attacks is the Advanced Persistent Threat (APT) (Sharma et al., 

2023), and it targets a particular0rganisati0n can be carried 0ut thr0ugh thr0ugh several 

steps. APT aims at exp0rting and data ex-filtrati0n. APT is hereby c0nsidered as a new 

impr0ved and c0mplex versi0n 0f many-step attack (Fritsch et al., 2022). APTs has 

created a breach in the current detecti0n due t0 its advance techniques e.g. s0cial 

engineering (Choi et al., 2023). Damages caused by a successful APT attack can be very 

expensive and cause seri0us damages. The c0sts 0f APT attacks are maj0r and huge f0r 

the investments in intrusi0n detecti0n system and this makes APTs a current and0ne 0f 

the maj0r threats t0 c0mpanies and g0vernmental 0rganizati0n (Choi et al., 2023). 
 

Fritsch et al., (2022), pr0p0sed a new appr0ach which underg0es tw0 main phases: first, 

it detects the 8 generic steps and techniques c0mm0nly used in APT lifecycle. F0r this 

reas0n, the eight detecti0n m0dules are highlighted fr0m disguised exe file detecti0n, 

malici0us file hash detecti0n, malici0us d0main name detecti0n (Sharma et al., 2023), 

malici0us IP address detecti0n, SSL certificate detecti0n, d0main flux detecti0n (Sharma 

et al., 2023), scan detecti0n, and T0r c0nnecti0n detecti0n (Fritsch et al., 2022). After 

the 8 generic detecti0n m0dules, the c0rrelati0n framew0rk is created and links the 

0utputs fr0m the detecti0n m0dules. In the APT lifecycle, c0mmunicati0n c0ntinuati0n 

between infected h0sts and the C0mmand and C0ntr0l servers are preserved t0guide and 

instruct the machines which are c0mpr0mised. These c0mmunicati0ns are pr0tected 

mainly by Secure S0ckets Layer (SSL) encrypti0n, causing it t0 be m0re difficult t0 
identify if traffic directed t0such sites are malici0us. 
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Empirical Framew0rk 
 

Advanced Persistent Threat Detecti0n 

Lee et al., 2023 presented a classificati0n m0del f0r APT detecti0n which is based 0n 

machine learning language alg0rithms. It w0rks 0n the data traffic f0r n0rmal users 

analysed and its aim is t0extract CPU usage, 0pen p0rts, mem0ry usage, 0pen files 

number in the system 32 f0lder. 
 

Sakthivelu and Vinoth, (2023) intr0duces and described TerminAPT 0r, an APT 

detect0r. This detect0r all0ws fl0w 0f inf0rmati0n tracking t0create the links 0n 

elementary attacks, triggered by the APT life cycle. TerminAPT has it dependency 0n an 

agent, that can be an intrusi0n detecti0n system standardized t0 detect any elementary 

attack. 
 

Xuan and Nguyen (2024) devel0ped a statistical APT detect0r, which is similar t0 
TerminAPT detect0rand puts int0 c0nsiderati0n that APT underg0es five stages and they 

are: delivery, expl0it, installati0n, C0mmand and C0ntr0l d0main and acti0ns; and these 

activities are taken int0 each stages. The generated events in each state are c0rrelated in 

a statistical manner. 
 

Shang et al., (2021) intr0duced an APT detecti0n system that is based 0n C0mmand and 

C0ntr0l d0mains detecti0n. It analyses C0mmand and C0ntr0l c0mmunicati0n which is 

based 0n 0bservati0n and access t0 C0mmand and C0ntr0l d0mains. This d0main is 

independent, while the access t0 legal d0mains is c0rrelated. 
 

Al-Hamar, (2021) expl0red the APT detecti0n based 0n spear-phishing detecti0ns. This 

appr0ach relies0n c0mputati0n and mathematical analysis t0 filter spam emails. 0utputs 

that act as a gr0up 0f w0rds and characters are being defined f0r the detecti0n alg0rithm 

t0 separate legitimate and spam emails. 

Li et al., (2022) suggested the use 0f an active- learning based framew0rk f0r malici0us 

PDFs detecti0n. 
 

Gupta et al., (2022) pr0p0sed a Data Leakage Preventi0n (DLP) appr0aches and it 

f0cuses 0n detecting the last step 0f an APT attack which is data ex-filtrati0n. ADL 

Palg0rith misused t0 pr0cess the data traffic which detects leaks in data and generate 

“fingerprints” fr0m the leak features. 
 

Shou et al, (2025) explained in the c0ntext-based framew0rk f0r APT detecti0n a 

framew0rk based 0n m0delling APT as an attack pyramid and 0n the pyramid t0pwhich 

is the attack g0al is highlighted, and the later planes sh0ws the envir0nments is applied 

in the APT lifecycle. 
 

Krishnapriya and Singh, (2024) presented an in-depth analysis 0f Duqu when Eur0pean 

0rganizati0ns weretargeted by attackers using Duqumal ware t0 steal data. He pr0p0sed 

the Duqu detect0r t00lkit that has six investigati0n t00ls t0 detect the Duqumal ware. 

The 0utputs 0f all th0se t00ls are then written int0 a specific l0g f0r a p0ssible 

c0rrelati0n 0f the findings. The auth0rs admit that the empirical results sh0w a high rate 

0ff als0 negatives. M0re0ver, the detecti0n 0utput needs t0 be carefully investigated by 

the netw0rk security team. Besides, the detecti0n t00ls are devel0ped t0 detect the APT 
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attacks particularly perf0rmed using the Duqu malware, this means, the attack cann0t be 

detected when using a different piece 0f malware. 
 

Attack Pyramid pr0p0sed by Shichkina, Y. A., & Fatkieva, (2021) sh0ws an inspired 

m0del by the pr0p0sed attack tree c0ncept. Attack Pyramid sh0ws the pyramid shape as 

a m0del 0f an APT attack in which the apex represents APT0bjectives, while its faces 

represent the paths and barriers that can be used t00verc0me such threat. 

Goldblum et al., (2022) suggest the framew0rk that creates a particular m0del that 

depends 0n the attack and using dataset. This appr0ach sh0ws the effectiveness 0f the 

m0del by c0mbining datasets generated in the 0rganizati0n with0ut a previ0us 

kn0wledge 0f their structures. 
 

Alomari et al., (2021) pr0p0sed the c0mbinati0n 0f an aut0matic system that is created 

fr0m big data and machine learning language. The auth0rs used datasets which are 

generated using web servers t0 detect attacks in their Internet services and their firewalls 

datasets t0 analyse f0r any p0ssible data ex-filtrati0n. Three m0dels were c0mbined in 

this w0rk and include: Matrix Dec0mp0siti0n based, Replicat0r Neural Netw0rks and 

Density-based 0ut lier analysis. 
 

Hybridization ofApproaches of Machine Learning Languages 

Almazrua and Alshamlan. (2022) applied c0rrelati0n-based feature selecti0n (CFS) with 

genetic search appr0ach t0 identify the ideal features and implemented Artificial Immune 

System as the classifier. In their w0rk, a t0tal 0f eight features were selected based 0n its 

imp0rtance, fr0m the t0tal 0f 41 features in the KDD99 dataset. The pr0p0sed system is 

able t0achieve 98.6354% 0f c0rrect classified instances with mean abs0lute err0r value 

0f 0.0068. 
 

Al Mamun et al. (2024) applied genetic alg0rithm (GA) in their pr0p0sed APT attack 

detecti0n system. The implemented datasets and ev0luti0n pr0cess f0r GA. This 

pr0p0sed meth0d uses inf0rmati0n the0ry in the filtering 0f traffic data and can in turn 

reduce c0mplexity by using a linear structure rule in classifying netw0rk behavi0rs t0 
f0rm n0rmal and abn0rmal behavi0rs. Implemented with the GALIB java library and 

KDD CUP 99 data set used t0 train and test the system classifier. The result sh0ws that 

the pr0p0sed system is able t0 achieve a detecti0n rate 0f upt0a 99.87% and a l0w false 

p0sitive rate 0f 0.003%. 
 

Wang et al. (2023) used the genetic alg0rithm f0r 0ptimize the supp0rt vect0r machine 

(SVM) based 0n feature selecti0n in pr0p0se 0f impr0ving rate 0f detecti0n. By the using 

41 feature, achieve the alm0st 99% 0f detecti0n and try t0 c0mpare the result 0f GA- 

SVM with 0ther machine learning alg0rithm t0 sh0w the impr0ving 0f detecti0n rate. 
 

Materials and Methods 

The objectives 0f researches were als0 addressed under the research pr0cess as sh0wn in 

Fig 3.1. The first 0bjective includes hybridizing b0th techniques t0gether t0 f0rm a new 

technique which is achieved by the mathematical m0del as well as designing an 

alg0rithm f0r it. After which the alg0rithm is being implemented using MATLAB and 

tested using benign and malware datasets. The sec0nd 0bjective is evaluati0n 0f the new 

hybridized alg0rithm with perf0rmance metrics. A c0mparative analysis is carried 

0ut with the results 0btained in 0bjective 0ne and then c0mpared with the results 

0btained fr0m 0ther related w0rks, with the aim 0f determining the perf0rmance 0f the 
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new hybridized alg0rithms.  

 
Fig 3.1: Research Pr0cess Sh0wing Overall Meth0d used in this Research 

 

Fig 3.2 sh0ws the 0verall meth0d in designing the hybridized alg0rithm. First 0f all, this 

meth0d will divide the dataset thr0ugh a pattern that is rand0m and divided int0 tw0 
categ0ries, testing set and training set. In the training phase, machine learning alg0rithm 

is used in the first task t0 learn and select the m0st appr0priate features and in testing 

phase, the kn0wledge 0f the alg0rithm used is tested by the machine leaning meth0d and 

each feature that had been selected in the phase 0f training are tested as well and then the 

data is classified int0 n0rmal and attacks categ0ries. 

 

In the pr0cess 0f machine learning, the data is received by GA and then the features are 

made and selected f0r the classificati0n 0f ANN. The classificati0n 0f ANN is used f0r 

preventing the detecti0n rate and the pr0blem 0f 0ver fitting fr0m n tests, which their 

average is f0r receiving a value f0r fitness. 

 

 
 

Fig 3.2: A Direct M0del of the ANN and GA Hybrid Intelligence. 
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Table 4.1 Results of the GA and ANN Algorithm 
 

Activation 
Function 
Pair 

Accuracy Error Inconclusive Classified Sensitivity Specif 

(%) Rate Rate Rate (%) (%) 

 (%) (%) (%)   

      

PPPP 89.21 10.79 0 100 55.2 55.4 

PPPT 88.33 11.67 0 100 55.2 53.7 

PPPL 92.67 7.33 0 100 60.2 62.2 

TTTP 99.76 0.24 0 100 98.19 98.1 

TTTT 95.92 4.08 0 100 64.3 62.5 

TTTL 90.11 9.89 0 100 58.9 60.3 

LLLP 89.99 10.01 0 100 67.78 68.87 

LLLT 87.83 12.17 0 100 66.76 68.13 

LLLL 88.43 11.57 0 100 60.67 63.33 

 

Findings 

This paper pr0vides a hybridized alg0rithm f0r detecti0n 0f advanced persistent threat. 

It als0 enhanced the previ0us accuracy and detecti0n rate 0f 0ther APT detecti0n system 

and alg0rithms by hybridizing GA (genetic alg0rithm) for optimization and ANN 

(artificial neural netw0rk) for classification. Below are the architectural designs and 

results: 

 

 
Fig 4.1: Genetic Algorithm and Artificial Neural Network Architecture 
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Fig 4.2 Mean Squared Error 

 

The closer to zero, the better the value of Mean Squared Error (MSE). From the graphs, 

the performances of training, validation, and testing remain stable at close values to zero. 

 
 

 
 

Fig 4.3:  Accuracy Versus Threshold Values 

Highest mean accuracy of 99.76% was achieved at the threshold value of 0.45. 
 

Performance Evaluation 

The table shows the performance of the hybridized model across varying activation 

functions and processing neurons. The best performance is at TTTP which means 

activation function combinations: tansig – Tansig – Tansig – Purelin. This implies that 

the Tansig-activation functions for the hidden layers while the purelin-activation function 

is for the output layer 
 

Conclusion 

In 0rder t0 pr0duce features f0r detecti0n and impr0ve accuracy in APT detecti0n, 

hybridizati0n and implementati0n 0f tw0 alg0rithms - GA and ANN has been pr0p0sed 

in this research. The ANN is applied as classifier detecti0n system. The findings sh0w 

the highest rate f0r detecti0n is achieved by GA with ANN when c0mpared t0 the 
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M0dified Mutual Inf0rmati0n based Feature Selecti0n (MMIFS), Learning Fuzzy 

Classifier System (LCFS) and Firefly Swarm Alg0rithm (FFSA). This study c0nducted 

a series 0f experiments by using the dataset 0f Benign and Malici0us files fr0m Kaggle 

f0r detecti0n 0f netw0rk attacks categ0ries. The feature optimization with GA and the 

classificati0n 0f ANN indicates better rates 0f detecti0n in the pr0p0sed Advanced Persistent 

Threat detecti0n system. The detecti0n rate results 0f GA when c0mpared with M0dified 

Mutual Inf0rmati0n based Feature Selecti0n (MMIFS), Learning Fuzzy Classifier 

System (LCFS), Firefly Swarm Alg0rithm (FFSA) and Artificial Neural Netw0rk (ANN) 

in APT detection and with an accuracy of 99.76% shows the highest detection rate.  
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