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Abstract: The revolving door policy upon which the appointment of Vice-Chancellors of 

the Nigerian Universities is set appears to hasten the onset of dissonance and discontinuity 

in the general institutional arrangements and polity. Moreover, little effort appears to have 

been made to characterize manpower flow in relation to the manpower policies driving such 

system in order to ascertain if they are congruent with the raison d’être of the institutions. 

This study, which is an applied research, seeks to use the Markovian statistical tool to 

unravel the dynamics of staff stock and flow in a typical first generation Nigerian 

University with the ultimate intent of lucidly describing the existing manpower policy and 

pointing to its future direction. A forty-year data of staff transition within the six well 

defined states space, were transformed into frequency distributions which was ultimately  

used to estimate the transition probability matrix (TPM) that substantiated into a valued 

diagraph. Our research findings clearly suggest that about 47% of newly recruited staff exit 

the employment system through normal retirement while a disturbing 53% leave by either 

voluntary withdrawal or wastage. Possible attributions, or factors to blame, for this high 

attrition rate is principally staff seeking and discovering greener pastures, and disciplinary 

cases.  The conclusion thereof is that, overall, in view of the favourable staff development 

programme, the existing manpower policy can be described as liberal and firm, and above 

all is tilted towards prime pumping capacity building. The research outcome, which is a 

strategic imperative for Nigerian universities, provides game-changing solutions and 

practical guides needful to align manpower policies to corporate goals. 

 

Key words: staff stock, habituation decomposable, valued diagraph ergodic chain. 

 

1 INTRODUCTION 

The approach to manpower policy in most Nigerian Universities appears to be guided by 

the traditional method of putting the right number of people in the right place at the right 

time or arranging for suitable number of people to be allocated to various jobs usually in a 

hierarchical structure. The technique is outdated because it lags behind the state-of-the-art 
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method that deals with manpower policy in the context of organizational strategy. The 

traditional method is deficit in the sense that it neither offers computational tools that will 

enable managers to determine possible line of action to be taken to steer manpower policy 

to desired ends nor provide tools to generate alternative policies and strategies. Government 

is concerned about these policies to the extent that the National Universities Commission 

(NUC) embarks on regular staff audit which focuses on fishing out of ghost workers, 

rightsizing to reduce overhead and aligning employment policy to strategic goals. 

 

The method advocated is exploratory and through its computational tools, can generate 

outcomes that will enable normative models to be formulated. In this regard, prescriptive 

standard that can guide manpower policy to the desired direction can be easily established. 

The traditional methods are naïve and therefore lack this potency. 

 

Manpower planning modelling has been accomplished by different approaches but the 

Markov Chain approach appears to offer more intuitive appeal than others like optimization 

method such as simulation, renewal theory, decision calculus, among others. Markov chain 

modelling is one of the most powerful tools for analyzing complex stochastic systems (Kim 

and Smith, 1989). The versatility of Markov chain is widely acclaimed. Slatyer (1977) is an 

excellent material that discussed a wide range of possible applications of Markov Chain. 

According to the source, it has been applied in the study of rainforest communities to 

characterize forest succession and hence predict its composition.The works: Williams et al. 

(1969), Stephens and Waggoner (1970), and Horn (1974, 1975) are typical of such 

applications. Other studies of the use of Markov models in forests include those of Pendern 

et al. (1973), Cassell and Moser (1974) and Lembersky and Johnson (1975). Later Binkley 

(1980),in addition to Buongiorno and Michie (1980) extended the forest application to 

incorporate such parameters as plot canopy gap level, individual tree level and stand level 

analysis of specific forest management problem. 

 

Applications to other types of ecological system are even rarer than those of forests but 

Debussche et al (1977) describe an agricultural application to the southern end of the 

French Massif Central. Van deveer and Drummond (1978) have also used Markov process 

for estimating land use changes, particularly where a major impact such as a reservoir is 

imposed upon an existing system. Other biological applications of Markov processes 

include that by Rao and Kshirsagar (1978) who made a study of the population dynamics of 

predator/prey systems in which the attack cycle of a predator is assumed to consist of four 

different activities, namely search, pursuit, handle and eat, and digest. 
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Markov chain has also been applied successively to population genetics (Bartholomew and 

Forbes, 1979), geology and stratigraphy (Krumbein, 1967; Harbaugh and Bonham-Carter, 

1970; Norris, 1971; Bhatta Chanya et al., 1970; Lloyd, 1977; Smeach and Jernigan, 1977). 

Moreover, Anthony and Taylor (1977) explored the use of Markov models in forecasting 

air pollution levels. The analysis of historical data concerning variations in air pollution 

indices suggests a pattern which might usefully be described by a transition probability 

matrix. 

 

Zanakis and Marret (1980) noted that personnel supply in an organization can be forecasted 

using Markov Chains to model the flow of people through various states (usually skill or 

position levels). Such applications are treated in Rowland and Sovereign (1969), Nielson 

and Young (1973) and Merch (1970). While manpower flow through minority status is 

reported in Churchill and Shank (1975), flow based on years of service is studied by Merch 

(1970), Leeson (1979) and Uyar (1972).  

 

Parthasarathy et al (2010) adopted stochastic models to manpower planning in an 

organization and showed that for a two grade manpower system, exponentiated exponential 

distribution can be used to determine when the cumulative loss of manpower crosses a 

random threshold level that is detrimental to organizational performance. Related previous 

work in this direction include Rao (1990), Esary (1973), Sathiyamoorthi and Parthasarathy 

(2002), Parthasarathy and Vinoth (2009), Gupta and Kundu (2001), Gumpta and Kundu 

(1999). 

 

Markov chain models have become popular in manpower system planning. Several 

researchers have adopted Markov chain models to clarify manpower policy issues: Kim and 

Smith (1989), Heyman and Sobel (1982), Zanakis and Maret (1980), Calantone and 

Darmon (1984), Trivedi et al (1987) and Skulj et al (2008). 

 

In summary, one can say that there have been several attempts at applying Markov chain to 

a wide range of problem situations. A myriad of these situations exist and so do the 

associated data may appear, completely eclectic and therefore require skill in the estimation 

of transition probability. The current paper collected data spread over large state space and 

we saw the need for aggregation to achieve parsimony. Accordingly, the state space was 

reduced to six from seventeen. 

 

In this paper we developed the theory of canonical forms of transition probability matrix of 

a finite ergodic recurrent set decomposable Markov chain of order n  with steady state 

probability row vector. We fitted a 40-year data of personnel transitions over 6 states 

 

A.C. Igboanugo and M.K.  Onifade: JOIRES 2(2), April, 2011: 107-123.
 

 

-109- 

Markov Chain Analysis of Manpower Data of a Nigerian University 

 



obtained from one of the foremost Nigerian Universities. The computational results were 

used to interprete the manpower policies of the organization studied. 

 

2 METHODS  

This is both basic and applied research in the sense that the paper offers theoretical 

knowledge upon which application to solve fundamental human resources planning 

problems in the organization studied is established. The structure and strategy of our 

investigation comprise description of the manpower structure of the university being 

studied. For mathematical tractability, the states space investigated was condensed from 

sixteen states to mere six states which are enumerated as follows: (i) Recruitment (Rc) (ii) 

Staff Stock (Ss) (iii) Training leave (T)  (iv) Suspension (S)   (v) Wastage (W)  (vi) 

Retirement (R).  

 

By states, it is specifically implied the condition, the status, the position or situation a 

Markov Chain (object or staff) undergoes in the transition process towards the final position 

of retirement, if the staff can ever get there. The staff movement, in steps, in this system is 

considered to be a non-cyclic ergodic chain that appears regular. A forty year data of staff 

movements, as specified by state space described above, was obtained from the 

organization studied. The population of staff is 4,000. Bayesian method of determining 

probability, complemented with heuristic arguments, was used to determine step transition 

probabilities. The probabilities were organized in canonical form in order to conform to the 

theory of Markov Chain transitions that will be presented in the paper. The data obtained 

were checked for stochastic regularities. Basic assumptions were explicitly stated and 

applicable theorems and formulae governing the computation were presented. The data 

obtained appear prestine although we cannot vouch for perfection in the way the records 

were kept. 

 

A purposive and quota sampling methods were used. Markov Chain model was used to 

analyse the data collected. A valued diagraph (Markov Transition Diagram)  was developed 

to enable one discern the structure of transition probability matrix. Finally, the data 

obtained were used to compute the transition probability matrix (TPM) which we depict in 

Table 1. The estimates of the transition probabilities were based on frequency distributions 

or tabulations of the number of transitions from one state to the other in the system 

considered. The frequency were converted to TPM by dividing each row by its total . 
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Table 1: Pristine States space 

States 1970 - 2010 States 1970 - 2010 

Contract 282 Special Leave 5 

Dismissal 2 Study Leave 2 

Late 109 Suspension 2 

Leave of Absence 65 Temporary 617 

Left 108 Termination Appointment 3 

Permanent 3051 Training Leave 63 

Resigned 12 Visiting Appointment 12 

Retired 446 Withdrawal of Service 7 

Sabatical 49   

 

Table 2: Lumped States space 

States Manpower 

Retirement 458 

Wastage 227 

Disciplinary case 463 

Leave 191 

Staff stock 3109 

Recruitment 911 

Total 5359 

 

2.1 Analytical Formulation 

The theory governing movement of personnel among well defined states (i.e. status, 

conditions and positions) in the organisation studied is hereby briefly presented. 

Record of staff movement over a period of 40 years (n=40) was obtained from a typical 

Nigerian University and the Markov Chain model was fitted into the record.  

Consider a staff recruited and who begins transition from initial distribution do among the 

six states. The long run distribution is expressed as: 

 

 
0

nT d T        (1) 

 

Where T = stabilized transition, in this case n =  40 years (T
n
). It is assumed that after this 

number of movements, the matrix T would have attained stochastic regularity (stationarity). 
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 I O
T

R Q

 
  
 

= 

1 0 0 0 0 0

0 1 0 0 0 0

0 0 1 0 0 0

0 0.04632 0.09447 0.03897 0.63436 0.18588

0.08924 0 0.09022 0.03722 0.60581 0.17751

0.09355 0.04636 0 0.03901 0.63501 0.18607

 
 
 
 
 
 
 
 
 

 

Thus  

 do = R = 
0 0.04632 0.09447

0.08924 0 0.09022

0.09355 0.04636 0

 
 
 
  

                                      (2) 

   

Q = 
0.03897 0.63436 0.18588

0.03722 0.60581 0.17751

0.03901 0.63501 0.18607

 
 
 
  

                                                        (3) 

From this initial distribution d0, if it transits to other states as follows: 

 

 T
2
 = 

2
I O

R Q

 
 
 

                   

  

= 
2

           

( )      

I O

I Q R Q

 
 

  

                                                (4) 

   

T
3
 = 

2 3

                     

( )           

I O

I Q Q R Q

 
 

   

 

Also T
4
 = 

2 3 4

                            

( )             

I O

I Q Q Q R Q

 
 

    

    (5) 

 

Thus in general, 

 
2 1 n

                                   O

( ... )                  Q

n

n

I
T

I Q Q Q R

 
  

     

  (6) 

Clearly, 

 
2 1( )( ... )n nI Q I Q Q Q R I Q        
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( )     
 

 
 

  

abs nonabs

abs
n

nonabs

T
n

I O

I Q R Q

     (7) 

It is well known that every object in a nonabsorbing state eventually enters any of the 

absorbing state after a long run transition. Hence from (7), by this notion, long run 

transition from the 4
th

 quadrant to the first is represented as  

 

0nQ   as depicted in (7). 

Since  
2 1( )( ... )n nI Q I Q Q Q I Q        

And since Q
n
 = 0 

2 1 1( ... ) ( )
( )

       


n I
I Q Q Q I Q

I Q

 

1

              

( )       

n

n

I O
T

I Q R Q

 
   

  

 

        = 
1

              

( )       

I O

I Q R O

 
 

  

 

 

Set N = (I-Q)
-1

, and  

      B = NR = (I-Q)
-1

R 

Where R = do= long-run distribution to absorbing states 

 

3 RESULTS 

Figure 1 depicts the valued diagraph of a Markov Chain transiting among states space, S = 

{S1, S2, . . S6}. 

0.1141

0.0476 

0.0464 

0.0940

0.6337

0.0372 

0.7729

0.1777

0.1862 

0.0566

5
46

1 3

P
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P
332
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P55

P
44
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6-5-4: Nonabs.

P
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Figure 1: Markov Transition Diagram 
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It is obvious from the diagraph that it is a non-cyclic ergodic chain (regular). Moreover, the 

open circuit at states 1, 2, 3 is a sure evidence that they are absorbing states and therefore, 

Markov Chain properties apply. States 4, 5, 6 are looped showing that objects habituate in 

step-wise fashion among these states before being trapped in states 1, 2, 3. 

In the method section, we showed that the long run TPM in canonical form resulted to 

matrix shown in equation (7). 

 

1

1 0 0 0 0 0

0 1 0 0 0 0

0 0 0 1 0 0 0
, 0

( ) 0.6037 0.1421 0.5667 0 0 0

0.6656 0.0914 0.5409 0 0 0

0.8504 0.1733 0.5758 0 0 0



 
 
 

   
    


   

 
 
 

n
n

I
Q

I Q R Q

 

Three sets of results were obtained that were considered very significant. The first deals 

with the mean and variance of the level of habituations of Markov Chain among transient 

states. 

 Accordingly: 

     Mean of habituation 

(i) Mean, N = (I-Q)
-1

 

N = (I-Q)
-1

 = 

4                         5                    6   

4

5

6

1.3027 4.9113 1.4432

0.2890 5.6871 1.3772

0.3692 5.6895 2.7599

 
 
 
  

 

The interpretation of this fundamental matrix is significant. For instance, it is 

evident from this fundamental matrix (N) that a newly recruited staff works in 

5.9895 i.e.6 different job positions while being on probation before confirmation. 

Movement from 6 to 4 (i.e newly recruited staff going on leave) is unusual as 

shown by the value (0.3692) which is lower than one. 

N(2Ndg-I): 

 N= 
1.2304 3.7503 1.0989

0.2200 4.5815 1.0494

0.2306 3.7541 2.100

 
 
 
  

 

 Ndg = 1.2304 0 0

0 4.5815 0

0 0 2.100

 
 
 
  
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 I = 1 0 0

0 1 0

0 0 1

 
 
 
  

 

 2Ndg = 
2.4608 0 0

0 9.1630 0

0 0 4.200

 
 
 
  

 

 

2Ndg-I = 1.4608 0 0

0 8.163 0

0 0 3.200

 
 
 
  

 

N(2Ndg-I)= = 
1.2304 3.7503 1.0989 1.4608 0 0

0.2200 4.5815 1.0494 0 8.163 0

0.2306 3.7541 2.100 0 0 3.200

   
   
   
      

= 1.7974 30.6137 3.5165

0.3214 37.3988 3.3581

0.3369 30.6447 6.7200

 
 
 
  

 

 

N2=N(2Ndg-I)-Nsq 

 

Nsq = 
2 2 2

2 2 2

2 2 2

1.2304 3.7503 1.0989

0.2200 4.5815 1.0494

0.2306 3.7541 2.100

 
 
 
 
 

=
1.5139 14.0648 1.2076

0.0484 20.9901 1.1012

0.0532 14.0933 4.4100

 
 
 
  

 

N2=
1.7974 30.6137 3.5165

0.3214 37.3988 3.3581

0.3369 30.6447 6.7200

 
 
 
  

-
1.5139 14.0648 1.2076

0.0484 20.9901 1.1012

0.0532 14.0933 4.4100

 
 
 
  

 =
0.2835 16.5489 2.3089

0.2730 16.4087 2.2569

0.2837 16.5514 2.3100

 
 
 
  

 

2 (2 ) sqN I     , N  , 
1

1

1



 
 

  
 
 

 

N  =
1.2304 3.7503 1.0989

0.2200 4.5815 1.0494

0.2306 3.7541 2.100

 
 
 
  

1

1

1

 
 
 
 
 

 

 =
6.0796

5.8509

6.0847

 
 
 
 
 

 

sq = 
36.9615

34.2330

37.0236

 
 
 
 
 

 

(2N-I): 
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    2.4608    7.5006    2.1978

2     0.4400    9.1630    2.0988

    0.4612    7.5082    4.2000

N

 
 

  
 
 

 

 I = 

1 0 0

0 1 0

0 0 1

 
 
 
  

 

(2N-I) = 
    2.4608    7.5006    2.1978

    0.4400    9.1630    2.0988

    0.4612    7.5082    4.2000

 
 
 
 
 

-
1 0 0

0 1 0

0 0 1

 
 
 
  

=
1.4608 7.5006 2.1978

0.4400 8.1630 2.0988

0.4612 7.5082 3.2000

 
 
 
  

 

And (2 )N I  =
1.4608 7.5006 2.1978

0.4400 8.1630 2.0988

0.4612 7.5082 3.2000

 
 
 
  

6.0796

5.8509

6.0847

 
 
 
 
 

=
66.1393

63.2065

66.2047

 
 
 
  

 

 
2 (2 ) sqN I     =

66.1393

63.2065

66.2047

 
 
 
  

-
36.9615

34.2330

37.0236

 
 
 
 
 

=
30.1157

28.9735

29.1811

 
 
 
  

 

2
  represents the variances associated with transition of objects among the three non-

absorbing states. 

The long run distribution of TPM (T
n
) has been shown earlier to be 

 

1

             

( ) 0

n

n

I O
T T

I Q R Q

 
   

   

 

 = 

1 0 0

0 1 0

0 0 1

1.2304 3.5703 1.0989

0.2200 4.5815 1.0494

0.2306 3.7541 2.100

O

O

 
 
 
 
 
 
 
 
 

 

R= 
0 0.04632 0.09447

0.08924 0 0.09022

0.09355 0.04636 0

 
 
 
  

= do 

 

The fundamental matrix, N, is : 
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N = (I-Q)
-1

 = 

4                              5                               6

4

5

6

1.2304 3.7503 1.0989

0.2200 4.5815 1.0494

0.2306 3.7541 2.1000

 
 
 
  

 

 

The matrix N2 provides interesting information about the variance of the estimate of  

N = (I-Q)
-1

. We use the N2 derivatives, namely standard deviation (σ) to report the possible 

variability of the estimates of N. 

B = NR = Ndo = 
1.2304 3.7503 1.0989

0.2200 4.5815 1.0494

0.2306 3.7541 2.100

 
 
 
  

0 0.04632 0.09447

0.08924 0 0.09022

0.09355 0.04636 0

 
 
 
  

 

  

B= 

1                              2                               3
4

5

6

0.4375 0.1079 0.4546

0.5070 0.0588 0.4341

0.5315 0.1087 0.3605

 
 
 
  

 

 

The matrix B provides the long run distribution of recruited staff. 

Finally, B = NR = Ndo  

 

Flowing from this background information we undertake the following interpretations 

(i) Number of habituations staff make in a particular non-absorbing state as well as 

the standard deviation of such estimates. 

(ii) The total number of habituations staff undertook among all the three non-

absorbing states before being trapped in any of the absorbing state. The associated 

standard variances, represented by 
2

 , are also important. 

(iii) Using B = Ndo, we estimate the probability that staff starting in any of the non-

absorbing states can end up in any of the absorbing states. 

Accordingly: 

(i) Movement of staff within the non-absorbing states 

a. 6→4 with entry 0.3692: little number of newly recruited staff, perhaps less 

than four in every ten instances, benefit from categories of leave prior to 
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confirmation. This estimate has low standard deviation and it therefore hardly 

varies. 

b. 6→5 with entry 5.9895: for staff who are still on probation following 

recruitment, they undergo, on the average, six movements to different job 

positions as confirmed staff. This is particularly more so with non-academic 

staff than academic who change job position by promotions only. This 

average estimate of six is subject to variance of 26.2622 (σ=5). In other 

words, staff may experience at least one change in job position or up to eleven 

(6+5=11) positions. 

c. 6→6 with entry 2.7599 (i.e. persistence): in this category, staff on temporary 

appointment or visiting appointment average about three visits to different 

positions while still remaining a temporary or visiting staff. 

d. 5→4 with entry 0.2890: This represents the number of times on the average 

staff may go on study leave, training leave, special leave, sabbatical leave or 

leave of absence. This happens perhaps about three in every ten occasions.  

e. 5→5 with entry 5.6871 (persistence): This variety applies to staff who 

remain in the system and change job positions. On the average, such staff 

change positions six times but this estimate may vary from 1 to 11 (σ=

26.648 5 ), i.e. 6±5 

f. 5→6 with entry 1.3772: A confirmed staff may go back to temporary 

appointment, this time around, as contract staff. On the average, this may 

happen once before the contract may be renewed. The estimate is subject to 

standard deviation of 2. 

g. 4→4 with entry 1.3027: This result suggest that staff do not enjoy more than 

two categories of leave at the same time and this estimate is associated with a 

standard deviation of 0.5  . 

h. 4→5 with entry (4.9113):  This result suggests that staff who are on any type 

of the various categories of leave, on the average, return about five times to 

the system to undertake some assignments. For example, there are records of 

academic staff on leave of absence or sabbatical that come to the system to 

pursue their promotion documents. This estimate is associated with a standard 

deviation of 5. Impliedly, staff may have nil or ten of such transactions from 

leave. 

i. 4→6 with entry of 1.4432: staff who are newly recruited may benefit from 

government or institution’s scholarship in which such beneficiary proceeds on 

training leave and returns to the system at the expiration of the leave. Upon 

such return, the staff remains unconfirmed staff until he or she is due. This 

appears to happen only once for any staff. 
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(ii) The total number of movement of staff within the non-absorbing states.  

 

The matrix: 
6.0796

5.8509

6.0847



 
 

  
 
 

 reveal that generally all staff, irrespective of the starting state, 

undergo on the average 6 transition among the three non-absorbing states before being 

trapped in any of the absorbing states. However, these estimates are subject to a standard 

deviation of 
2 5  . 

 

(iii) Transition from non-absorbing to absorbing states.  

Finally, 53% of newly employed staff, 51% of staff stock and 44% of those in various 

categories, leave the services of the institution through normal retirement. Moreover, 11% 

each of newly recruited staff and those on various categories of leave, exit the organization 

through wastage. Furthermore, about 36% of newly recruited, 43% of confirmed staff and 

45% of those on various categories of leave do leave the services of the organization 

through suspension. It should  be pointed out that although suspension cases take protracted  

period to resolve, few eventually come back after long administrative and legal struggle. 

 

4 DISCUSSION 

It was claimed at the outset that the method proposed in this study is normative and 

therefore prescribes standards required to steer the existing manpower policy towards the 

desired direction. An attempt to justify this claim is pursued in this section. 

 

For various reasons, ranging from discovery of greener pastures, disciplinary cases and 

attrition, 47% of newly recruited staff left the organization prior to retirement. It is also 

observed that 49% of those who had been confirmed and 56% of those on various 

categories of leave do not reach retirement stage before leaving the system. These figures 

are significant and go to show that there is high rate of job mobility in the employment 

system. Several attributions can be made. These include: payment system not being 

attractive, staff not meeting opportunities for self actualization, low economic fortune, and 

the likes. It is also obvious form our computation that wastages appear reasonably low: 

11% each of those who are newly recruited and 6% of confirmed staff and 11% of those on 

different leave categories leave by severance. Evidently this attrition rate is low by all 

standards. Our deduction therefore is that the organization has a liberal policy as far as 

wastage is concerned. On the other hand, there appears to be high rate of attrition through 

suspension cases in the sense that 36%, 43% and 45% of recruits, confirmed staff and those 

on leave respectively leave by suspension. We had earlier pointed out that few of these 

people are recalled, sometimes on compassionate grounds. 
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The overall picture: 

(i) Less than four (4) in every ten(10) applications for study leave succeeded in 

respect of staff who are recruited and are yet to be confirmed; 

(ii) Non academic staff undergo job rotation 

(iii) Grant for sabbatical leave appears to be relatively marginal. There is also evidence 

that the organization is liberal with training leave. 

Overall, the manpower policy appears liberal but firm. 

 

5 CONCLUSION 

Arising from the foregoing analysis and discussion, it is evident that the Markov Chain 

model applied has been able to provide useful insight into the behavior pattern for a long 

run manpower policy for the organization studied. The transition probability matrix, after 

several sets of transitions, shows the properties of stochastic regularities and ergodicity. 

The stabilized matrix (i.e. (I-Q)
-1

) when multiplied with the original distribution, do, gave us 

a dependable probability matrix that provides reliable manpower forecast outcomes in line 

with the theory of Markov Chain. The results of this study appear useful for discerning the 

long run manpower policy for a university system. 
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