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Abstract  

The use of artificial neural network in processing of information has continued to become a robust tool of choice for researchers 

especially for the modeling of both real-valued and vector-valued functions over continuous and discrete-valued attributes with 

ability to absolve noise in the training and validation data. This paper demonstrates some of the findings in the implementation of 

a fully connected feedforward error-back propagation artificial neural network on a range of pre-normalized inputs, with their 

corresponding output parameters and the deductions obtained from the various iterative tests performed with varying learning 

rate, η. A significant speed in network convergence and an appreciable error tolerance was achieved when η was set to 0.4. The 

neural network’s precision and F-score based on computing the confusion matrix of all iteration sessions was also used to 

analyzed the performance metrics of the investigated artificial neural network. 

 

Keywords:  Neural Network Topology, Gradient Descent Optimization, Supervised Learning, Backpropagation, Numerical 
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1. Introduction 

 

As database systems continue to become flawless and robust in their designs creating features such as improved 

security, increased capacity with efficient data handling and logging, it has become necessary to implement data 

mining rules and principles capable of making sense from these databases, this is coming on the dawn of the 

availability of cheap and efficient storage devices with capacities of several hundreds of terabytes in consumer 

electronics. These devices have made accumulation of data in the form of audio and video streams, metadata, 

pictures, different file formats and types possible with high fidelity. The present future will require robust solutions 

that will help in the mining or making sense out of these avalanches of stored resource-rich data mines. The 

connectionist approach to data mining provided by artificial neural network, ANN has made it very possible to link 

outputs to inputted parameters of a modeled system without having an understanding of the connection or 

mathematical relationship of such systems under investigation. This is achieved sometimes with lower classification 

error rate when compared with other methods such as decision trees when used for data classification. The 

mathematical relationship of systems especially nonlinear systems have continued to be a clog in engineering 

training and practice for decades making would-be students of engineering to jettison the field for other less 

demanding areas or disciplines. Though the mathematical analysis of systems’ behavior is necessary even for their 

computational merits at least in their application to machine learning and other areas, the data processing ability of 

ANN have shown its ability to yield promising results in any area of implementation provided that the controlling 

conditions and laws of convention are adhered to by the user.  

The major problem of obtaining the large training sets and also validation sets for inputs into the network for 

learning purpose have already been surmounted by the availability of huge storage devices as already pointed out 

above. The other issue of making sense of these data sources is less an herculean task as more information and 

experiments continue to be made available to the data mining community from different researcher’s effort. Another 

aspect of the evolution of ANN computing is the adaptation of network weights and the topological structure which 
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are mainly dependent on heuristics or trial and error (Basheer & Hajmeer, 2000), (Bhadeshia, 1999), (Callan, 1999) 

and (Galushkin, 2007). It is worthy to note that ANNs do not solve all engineering problems as other machine 

learning techniques such as particle swarm optimization, genetic algorithms, fuzzy logic, etc. continue to emerge 

and sometimes provide solutions that are faster, may be more efficient and more reliable than those produced by 

ANN.  
ANNs have been considered a ‘black boxed’ machine learning technique since it does not allow humans to peek into 

its processing mechanisms when implementing the back propagation algorithm, BPA (Mitchell, 1997), (Larose, 

2005, 2006), (Rudin & Wagstaff, 2013) and (Rumelhart & McClelland, 1986), a feat many consider a disadvantage 

especially when deployed for highly sensitive data processing in the field of data mining which is increasingly been 

used to solve many challenges devoid of governing mathematical equations (Zhou, 2015). Authors like Lu et al. 

(1996), in an attempt to demystify the black box model of neural networks, had shown that concise symbolic rules 

similar to decision trees’ can be extracted from neural networks. They argue that ANNs “should have their position 

in data mining because of its merits such as low classification error rates and robustness to noise.” They however 

lamented the huge training time involved in converging to an optimal solution stating that the time of rules 

extraction even by their effort was still longer than that of decision trees. Furthermore, attempts to reduce computing 

time or complexities in processing have necessitated several modifications to the gradient descent algorithm in 

works like the Levenberg-Marquardt Algorithm, LMA (Hagan, et al. 2013), Hopfield Networks (Hopfield, 1984, 

Van Rooji et al., 1996); Adaptive Resonance Theory, ART (Carpenter and Grossberg, 1988); Radial Basis Function, 

RBF (Haykin, 1994); Kohenen Networks (Kohenen, 1989), Recurrent Networks (Pham, 1994), etc. each having its 

unique features.  

The fastest known implementation of the modified gradient descent methodology is the LMA which can train neural 

networks 100 times faster than normal BPA (Badri, 2010), (Demuth & Beale, 2002) and (Hagan & Menhaj, 1999). 

The LMA which is used in MATLAB for processing neural networks can achieve convergence even in one or few 

iteration(s) depending on fed inputs. The LMA is a numerical optimization method for multilayer network training 

that operates by computing the Jacobian matrix from the derivatives of the generated errors, instead of the 

derivatives of the squared errors with respect to the weights and biases of the network as in standard BPA. Thus, it 

uses a variation of the backpropagation algorithm during operation (Hagan, et al. 2013) to allow very quick 

convergence with respect to training outputs. The dependence on the LMA and other modifications of the BPA 

though solves certain aspects of implementing neural networks, further creates the problem of making neural 

networks deeper in the “black box” concept which is a disadvantage for sensitive processing of data as it may 

impede their application to solving certain real and complex tasks. For instance, the use of ANN was employed by 

(Topping et al. 1998) for an efficient partitioning of adaptive unstructured finite element meshes using mean field 

annealing approach over hill-climbing simulated annealing and used for machine condition monitoring by (Gao, 

2003). 

Though the dependence or implementations of ANN continue to find its way into undergraduate curriculum with its 

attendant myth of the black box concept more can still be achieved in x-raying the black box to show the workings 

of the underlying concepts in the execution of the BPA. We attempt to support this direction in this work by 

publishing our findings in investigating several topologies using the standard BPA. 

 

2.0 Material and methods 

The standard BPA consists of computing the derivatives of the squared errors generated with respect to the weights 

and biases of the network during the first iteration in a feed forward scheme. The BPA must be presented with a pair 

of pre normalized initial inputs representing the physical parameters of concern to be analyzed by the network and 

the expected network’s output solution based on the initial inputs. This computed error which is obtained by 

comparing the actual output with the expected output to obtain a difference (the error) is then used to adjust all 

generated weights and bias (during the first network sweep or iteration) in a backward or feedback manner. The 

error produced in the second network sweep is also used to obtain the direction in which the weights will be adjusted 

towards the expected output or solution. This is repeated for a specific number of iterations or epochs until a trend is 

noticed or a convergence is sought which then complete a network session. When the designed ANN is trained with 

similar data and corresponding expected solution the ANN is expected to converge to a specific solution similar to 

the learned session in around the same number of iterations used in its training since the weights (and bias) were 

randomly generated during the first forward sweep of the network. At this converged point, the network is said to be 

generalizable to new data since it is able to converge to solution in almost the same way it was trained. The network 

may disadvantageously memorize data which may result when trained with very similar input data and two few 

hidden nodes or hidden layers. A whole lot of issues crop up in ascertaining the memorizability of ANN when 

presented with a range of input data. 
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In the general training and validation of ANN, a huge number of training data sets and another set of validation data 

(about 20% of training data) could be used for a successful designing process. The numerous training sessions of the 

network will enable the ANN to learn the similarities embedded in the different inputted data at each presentation to 

the network. This is similar to the biological identification process in organisms such as animals (or humans) with 

the ability to identify something or someone from a continuously presented scenario in real-time and over a period 

of time. The ANN (as least by its proponents) attempts to mimic this biological process of identification by creating 

a ‘trained set of weights’ obtained from several training sessions which is then used to quickly obtain a solution in a 

‘single’ iteration with a new set of input sequence. The several training sessions is similar to the time it takes for 

learning or becoming familiar with something or someone in biological identification. The trained set of weights 

corresponds with the complex biological process of identification by organisms at a ‘single’ glance. The sum of 

squared error, SSE approach to solving the standard BPA still stands as a more simplified way for arriving at a 

convergence solution. The SSE method is also advantageous as it provides an easily verifiable procedure for 

analyzing the implemented neural network and provides an option for easily adjusting the learning rate, η. The 

learning rate 0 < η < 1 is an arbitrary constant chosen to help get the neural network weights towards its global 

minimum for SSE (Wikipedia. 2015) and must be chosen in such a way that it is neither too small or two large. Two 

large will lead to very large oscillations that makes converging to the global minimum impossible while too low will 

lead to an extremely long time for network convergence which is not a bearable option to the former.  

The deployed ANN for this research, which was based on the SSE concept discussed above was developed and 

implemented by the researchers using the Visual Basic Studio programming language. The software which is 

available in executable standalone file can run in any Microsoft Windows OS and features graphical displays or 

plots, options for adjusting randomly-generated weight’s ranges; learning rates, η and real-time update of weights on 

the graphical user interface, GUI as shown if Figure 1 (a). 

 

3.0 Results and Discussions 

In the analysis of various topologies or architectures for implementing the neural network with respect to the number 

of hidden nodes in a hidden layer, the following results were obtained. Amongst the investigated ANNs includes the 

one hidden node, two hidden nodes, three hidden nodes and five hidden nodes’ ANN responses to pre-defined inputs 

with the input values ranging between 0.1 and 0.9. The inputs represent the presented physical parameter of interest 

to be analyzed by the ANN and could range from pre-fuzzified data or pre-processed data, etc. In this research, 

fuzzified diagnostic data from fuzzy processing of patient’s reported symptoms captured by the SOSIC Expert 

System for Contagious Disease Detection, SESCDT (Osigbemeh et al. 2014) have been used as inputs to the 

designed ANN. The various ANNs were fed with the same inputs in other to compare their convergence 

characteristics, sensitivity, execution time and generalization over training and validation data.  

The network’s precision was computed from the following formulation presented in Wikipedia. (2016), Iwasokun et 

al, (2015), and (Powers, 2011). 

FPTP
TPPPV


           (1.1)    

and the Sensistivity, Recall or True Positive Rate (TPR) was computed from  

TNTP
TPTPR


           (1.2) 

and the F-Score which is the harmonic mean of precision and sensitivity was computed from  

FNFPTP
TP




2
2Score-F         (1.3) 

Where FP = false positive, TN = true positive, FN = false negative and TP = true positive. 

The results which are tabulated below showed that network precision on fed data showed significant precision at 

over 98% with learning rate, η = 0.1 and over 80% when η increased to 0.9 with corresponding decrease of the F-

statistics. At η = 0.3 and 0.4, precision was maintained at over 90% which showed that the network performance 

was still at optimal based on the fed data to the neural network. 

3.1 Data Preparation 

A total of 1185 records of the SESCDT processed diagnostic data was used as inputs to the various sessions of each 

topology of the ANN. Out of the total inputs 15% were set aside for validation while another 10% was set aside for 

testing of the ANN performance. In each session, the ANN response and the best convergence weights for each 

topology was obtained and collated. The ANN was also presented with the expected result to converge to while a 

notice was made of the number of successive iterations the particular ANN had executed in arriving at a 

convergence solution as shown in Figure 1 (a). A table of the effect of variation of the learning rate, η from 0.1 to 

the maximum of 0.9 for all considered nodal topologies and their corresponding convergence epochs was also 

investigated below. 
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3.1.1 Performance Metrics for Five Hidden Nodes   

In the five-node topology, a benchmark epoch of 620th epoch was realized in the training sessions for convergence 

of inputted pre-fuzzified contagious-diseases-diagnosed symptoms with a corresponding expected output result for 

training the ANN. It was observed that execution time for up to the 620th benchmark iteration of the ANN was 

nominally at around 00:11:00 and a high sensitivity was obtained by the five-node neural network which was trained 

at the minimum learning rate of η = 0.1. However, generalization of the five-node ANN when presented with the 

remaining 25% input (15% validation and 10% testing) data was observed. It was also observed that the result of 

unconnected input data fed to the ANN processing was unstable leading to convergence before or generation of 

significant errors around the 620th epoch proving that the ANN had begun memorizing the input data samples. 

(a)  

(b)  

(c)  
Figure 1:  Screenshots of the results of iteration of a five-node hidden layer ANN at (a) 620th convergence 

Epoch (b) 680th error introduction Epoch and (c) 691st significant error Epoch 

3.1.2 Performance Metrics for Three Hidden Nodes   

In the performance metrics for a three-node hidden layer implementation of the feedforward error-back propagation 

learning ANN with pre-fuzzified inputs, convergence was already occurring at about five minutes into the session 

and around 306 epoch at the minimum learning rate of η = 0.1. Adequate convergence was attained around the 620 th 

Designed GUI for 

ANN Simulation 
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epoch. Further fine-tuning resulted in significant errors at around 663rd epoch. An appreciable sensitivity was 

observed when its results was compared with the five-node (above) session’s results since the introduction of errors 

occurred at around the 663rd epoch while session time was at an average of 00:10:36. Performance of the three-node 

ANN on validation data showed good generalization and the result when fed with completely unconnected data 

showed significant errors at the 620th epoch.  

3.1.3 Performance Metrics for Two Hidden Nodes   

Adequate convergence was attained at the experimentally determined benchmark for the nature of the inputted 

diagnostic data at 620th epoch for the performance metrics for a two-node hidden layer of a fully connected 

feedforward error-back propagation learning ANN at the minimum learning rate, η = 0.1. Further fine-tuning 

resulted in significant errors at around 680th epoch. An insignificant sensitivity was observed when this result was 

compared with the previous three-node and five-node hidden layer architecture’s result.  

Further iterations beyond the 620th epoch produced more refinement towards the output data but eventually 

resulted in introduction of significant errors. These errors just as noticed above continue to increase within the 

outputs with further iterations.  

 

3.1.4 Performance Metrics for One Hidden Node   

Again, convergence was attained around the 620th epoch during training and beyond this benchmark; further fine-

tuning resulted in significant errors at around the 741st epoch. These errors continue to propagate within the 

outputted actual-outputs with subsequent iterations thus making that ANN session null and void. The insensitivity of 

the one node hidden layer was noticed when the ANN continued to produce desired output far beyond the 620 th 

epoch and becoming unstable in the 741st epoch thus indicating that utilizing the one node architecture may result in 

insensitivity to new data. 

3.1.1.1 Summary of Performance Metrics of Considered ANNs 

The adaptive tendencies to a desired output of the investigated ANN topologies with respect to certain input range 

have shown that the response of the five-node hidden layer ANN to new inputs suggests memorization of the 

network at the 620th benchmark epoch indicating that further increase in the number of hidden layers will continue 

to lead to data memorization. The three hidden node layer architecture had demostrated better generalization with 

less sensitvity when compared with the five-node. The one-node hidden layer topology though possesses good 

generalizability however demonstrated insensitive to a range of inputs that are similar to the training inputs, thus 

causing significant under fitting of intended data range. A significant improvement in sensitivity was obtained by the 

two-node ANN when compared with the one-node architecture during experiment. Thus the three-node ANN was 

chosen for further analysis according to (Suzuki et al. 2005), Hagan et al. (2013) and (Hassoun, 1995).  

The learning rate, η has been left at the lowest value of 0.1 in all the scrutinized ANN topologies so as not to 

overstep the local minimum and to avoid large oscillations. This has made the number of iterations to become large 

at a bench mark of 620 epochs thus providing the best opportunity of the ANN to learn and the lowest opportunity to 

memorize. Table 1 shows a summary of the above performance metrics on the ANNs ability for generalization and 

sensitivity analysis with the one-node hidden layer ANN having the poorest sensitivity and the five-node hidden 

layer having the highest memorization possibility. 

 

Table 1: Performance Metrics of various ANN topologies showing Sensitivity and Generalization on data. 

Hidden-Layer Topology Average Time(s) Sensitivity Generalization Memorization 

One-Node  ANN 10:23 Poor Very Good Very low  

Two-Node  ANN 10:36 Fair Good Low 

Three-Node ANN 10:40 Good Good Normal  

Five-Node  ANN 10:58 Good Poor Highest 

 

3.2 Effect of Increasing Learning Rate, η on Performance Metrics 

The three-node hidden layer ANN was used in analyzing the effect of network performance on increasing learning 

rate by the network. The learning rate, η (analyzed above) which was initially chosen to be η = 0.1 to allow for very 

minimal oscillations during gradient descent optimization of the ANN, was varied by increasing η to η = 0.2, 0.3, 

0.4, 0.5, 0.6, 0.7, 0.8 and 0.9 respectively. In each increase of η, the performance of the ANN was observed and the 

benchmark iteration for that value of η was used in stopping the iterations just when the network’s prediction 

accuracy is about to deteriorate or become error bound. A summary of the variations in learning rates for the training 

and validation data by the neural network is shown Table 2. 
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Table 2: Performance Metrics of variation of Learning rate, η with validation data 

 

 

 

 

 

 

 

 

 

 

 
Figure 2: Screenshots of the symmetry of the graphs generated during increasing learning rate, η at (a) η = 

0.2, (b) η = 0.3, (c) η = 0.4, (d) η = 0.5, (e) η = 0.6, (f) η = 0.7, (g) η = 0.8 and (h) η = 0.9 on input data.  

Figure 2 and Figure 3 shows the corresponding graphical illustrations of the various increases in the values of η with 

a smooth symmetry noticed at Figure 3 and at Figure 2 (a), (b), and (c). However, as depicted, a coarse symmetry 

was also observed during iteration sessions as η increases from 0.4 through 0.9 as seen from (d) through (h). 

η No of Epochs/Iterations Time 

0.1 620 10.36 

0.2 253 04:18 

0.3 141 02:26 

0.4 90 01:35 

0.5 66 01:11 

0.6 49 00:52 

0.7 37 00:40 

0.8 29 00:28 

0.9 24 00:24 
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These coarse symmetries are not desirous of the attributes of an efficient ANN that tries to improve speed by 

adjustment of learning rate as stated above and hence the 0.3 and 0.4 analysis for the values of learning rate was 

upheld in subsequent experiments. The value of 0.3 allowed for more accurate analysis while 0.4 yielded fastest and 

still tolerable analysis.  

 

Figure 3: Screenshot of the symmetry of the graph generated during learning rate at η = 0.1 on inputted data. 

Also in Table 2, the values of learning rate of η = 0.3 and 0.4 shows considerable but still tolerable deviations from 

the optimal trend in the number of epochs and total time spent by the ANN in executing the various iteration 

sessions. Table 3 reveals the results of computing the precision and F-statistics of the learning rates of η = 0.1 

through 0.9 for a dataset of 1185 pre-fuzzified and normalized validation data. Again at η = 0.3 and 0.4, the 

precision was still upheld by the neural network at 0.982278 and 0.925738 respectively. Also at these learning rates, 

the F-statistics returned appreciable high values of 0.991060 for η = 0.3 and 0.961437 for η = 0.4. The values for 

precision and the F-statistics shows that at these learning rates, appreciable convergence could be sought for and 

achieved when the ANN is presented with similar input-output data pairs. Also the poor values of precision and F-

statistics with further increase in the value of the learning rates can be found on Table 3 with the poorest values 

obtained when η = 0.9 with 0.804219 and 0.891487 for precision and F-statistics respectively. 

 

Table 3: Results of processing of Precision and F-Score 

SN η 

Total Records 

or Symptoms TP FP TN Precision Recall F-Score 

1 0.1 1185 1169 16 0 0.986498 1 0.993203 

2 0.2 1185 1167 18 0 0.984810 1 0.992347 

3 0.3 1185 1164 21 0 0.982278 1 0.991060 

4 0.4 1185 1097 88 0 0.925738 1 0.961437 

5 0.5 1185 1060 125 0 0.894515 1 0.944321 

6 0.6 1185 1034 151 0 0.872574 1 0.931951 

7 0.7 1185 1016 169 0 0.857384 1 0.923217 

8 0.8 1185 987 198 0 0.832911 1 0.908840 

9 0.9 1185 953 232 0 0.804219 1 0.891487 

 

4.0. Conclusion  

The dependence on artificial neural networks for processing of a system’s input-output pairs for efficient data 

mining capabilities have been investigated by this research. The fuzzy processing of patient’s reported symptoms 

captured by the SOSIC Expert System for Contagious Disease Detection, SESCDT have provided the input data for 

validation purposes. The F-Score analysis and precision on the validation data was computed to appraise the 

designed neural network for which data from the SESCDT simulation software had been presented. The analysis 

showed over 95% precision rate which was expected as inputted data to the neural network was largely pre-fuzzified 

data consistent with contagious diseases infected patients. Also, the network’s performance for various values of 

learning rate showed that the speed of network performance was enhanced when learning rate, η was at 0.3 and 0.4 

while the enhanced convergence speed resulted to significant errors in just few iterations as learning rate increased 

from the duo towards 0.9. This was as a result of the neural network deteriorating in performance as it undergoes 

large oscillations in other to quickly get a solution and thus not been able to recognize the local minima of the solved 

problem. 
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5.0 Recommendation 

Based on this research, data that can be pre-normalized, compressed or represented by the specified range of inputs 

acceptable by the developed ANN can be analyzed using any of the investigated topologies provided that the 

optimal convergence is attained during training sessions. Currently, active research is ongoing for implementing the 

results of this research on a case of pattern recognition and deep learning. 
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