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Abstract  

Cardiovascular disease (CVD) refers to heart disease. CVD is seen to cause majority of death in world. Because of this problem 

many researchers have been drawn to this area to develop models and systems to predict occurrence of heart disease for early 

treatment. This study developed a Heart disease predicative model using Autoencoder with LightGBM and Gradient Boosting. 

The Dataset used was gotten from kaggle.com. One Hot Encoding, SMOTE were used to pre-processed the dataset. Feature 

extraction was done using Autoencoder. Two classification methods: LightGBM and Gradient Boosting were employed to build 

the predictive model. The result shows that Autoencoder perform very well with low values of MSE, RMSE, MAE and High 

Value of F2 score. The result of LightGBM  shows a specificity of 95.7%, precision value of 95.7%, recall value of 94.7% ,F1 

value of 95.2% , AUC value of 0.99 and Accuracy value of 95 While the results of Gradient Boosting shows Specificity of 

91.7%, Precision value of 91.5%, Recall value of 90.0% ,F1 value of 91.0% , AUC value of 0.96 and Accuracy value of 90. The 

study concluded that LightGBM perform better that Gradient Boosting. The Model is recommended to the health sector 

management to guide their decision making. Its potential integration with predictive model and clinical validation will assist 

greatly in improving  the heart disease diagnosis and prevention. Further research could be done with more validating metrics, 

more deep learning techniques. 
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1. Introduction 

Heart is an essential muscle responsible for circulating blood throughout the body. Heart disease (HD) is also refers 

to as cardiovascular disease (CVD). World Health Organization. (2021) reported that CVD. Is one the leading cause 

mortality globally, causing a lot of stress on the healthcare system and economies. It is very crucial to the 

cardiovascular system. HD ranks as a major cause of death in the world. As reported by World Health Organization, 

HD and stroke lead to 17.5 million deaths each year worldwide. Over 75% of these fatalities occur in countries with 

middle- and low-income populations. Additionally, heart attacks and strokes make up 80% of all deaths attributed to 

cardiovascular diseases (CVDs). It is important to say that early and accurate diagnosis of HD is important for 

timely intervention in order to increase the patient survival rate. Moreover, the method that depend on subjective 

clinical judgments and extensive testing is known as traditional diagnostic which comes with many flaws so also its 

expensive and time consuming. In recent times, machine learning (ML) has shown to be a bright option for 

developing predictive models for numerous healthcare applications in which HD is not exempted (Abass et al, 2020; 

Ogunsanwo 2024).  
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ML algorithms are good in learning complex patterns and relationships among variables from voluminous dataset 

that position them to identify people at high risk of developing CVD based on different risk factors and clinical 

features. Although several studies have used the potential of ML in HD prediction such as Pradip & Atharva (2024) 

developed a model to predict HD. The study employed Naive Bayes, Logistic Regression (LR), and SVM to 

construct models. Cross validation approach was applied to increase the accuracy of the models. The results 

indicated that SVM model outperformed other two models. Akare et al. (2024) conducted a study to develop heart 

prediction system. DT and LR algorithms were utilized to build models. LRn model outperformed the other model 

with the accuracy of 90.71%. Bharani et al. (2024) carried out a study on comparative analysis of ML algorithms for 

predicting heart disease. The study applied six ML techniques such as KNN, Naive Bayes, RF, SVC , DT and LRn. 

Experimental results showed that Random Forest performed better than the others models in terms of accuracy. Saha 

et al. (2024) developed a system to forecast heart disease. The study used dataset (BRFSS 2021) obtained from the 

Center for Disease Control and Prevention (CDC); it consists of more than 400 thousand instance with 304 features. 

GridSearchCV with 10-fold cross-validation was applied to identify the best model. The predictive model was 

created with DT, KNN, RF, LR, and EGB. Evaluation metrics such as accuracy, precision, recall, F1-score, and 

ROC-AUC were used to validate models. RF produced best outcome with accuracy of 91% and ROC-AUC of 0.91. 

Bombale et al. (2024) developed a model to predict HD. The authors utilized SVM, KNN, DT, XGBoost and RF 

algorithms to build predictive models. The results uncovered that RF model had highest accuracy compared to other 

models. 

Kardam et al. (2024) conducted a study on HD prediction. The study applied various ML techniques to develop 

models. The dataset used was obtained from Kaggle repository. The study employed evaluation metrics such as the 

confusion matrix, accuracy, precision, recall, and f1-score to validate the models. The results indicated that extreme 

gradient boosting classifier model outperformed other models with 81% accuracy. Logabiraman et al. (2024) 

proposed a system to predict HD. The researchers utilized both ML and hybrid ML techniques to construct 

predictive models. The dataset was collected from medical records and hospitals. Experimental result revealed that 

hybrid models achieved highest accuracy compared to ordinary ML models.  Divya et al. (2024) conducted a study 

to forecast HD. The dataset obtained from Kaggle repository contains 303 instances and 8 attributes. Naive Bayes, 

SVM and DT techniques were employed to build predictive models. The results showed that Naive Bayes model 

performed better than the other models with an accuracy of 93.5%.  However, there is still need for improvement in 

the field of HD prediction using ML. For instances, some existing model may suffer from over-fitting or bias due to 

imbalanced datasets. So there is need for development of more robust model to gain insights into the underlying 

factors contributing to CVD. 

 

This study aims to address these challenges by developing a model for HD prediction using two ML algorithms and 

a rich dataset from Kaggle. The study will use feature-engineering strategies such as one Hot-encoding SMOTE to 

correct the bias due to imbalanced in the dataset and feature extraction with Autoenconder in order to improve the 

performance of the model. The results of the findings will assist in early detection and personalized risks assessment 

of CVD and serves as a guide to researchers in this field of HD prediction.  

 

2.0 Materials and methods 

This section talks more about the detailed explanation of the materials and methodologies used in this study to 

achieve the research objectives. The flow diagram (FD) of the study is shown in Figure 1. The FD provides a 

structured approach that guide the research process. The processes include data collection, data preprocessing, 

model training, validation and data exploratory. 
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Figure 1: FD of the study 

 

2.1 Data Collection 

The Heart dataset used in this study was downloaded from Kaggle repository, https:// www.kaggle.com/dataset.  The 

dataset contains thirteen features and 1888 instances. A description of the dataset is provided in Table 1 

 

Table 1: Description of each features in the dataset used 

Parameter Description Data  Type 

Age Age of the patient Numerical (Integer) 

Sex Gender of the patient (0 for female, 1 for female) Categorical (Binary) 

Cp pain in chest types(0,1,2,3) Categorical (Binary) 

Tresbps Blood pressure due to unrest( in mmHg on admission to 

the hospital) 

Numerical (Integer) 

Chol cholesterol in mg/d Numerical (Integer) 

Fbs  blood sugar > 120mg/d (1 true, 0 false) Categorical (Binary) 

restecg Resting  electrocardiographic results (0,1,2) Categorical (Ordinal) 

thalachh Highest heart bit achieved Numerical (Integer) 

exang Exercise caused byangina (1=yes; 0=no) Categorical(Binary) 

oldpeak ST depression caused by exercise relative to rest Numerical (Float) 

Slope The gradient of the highest exercise St segment (0,1,2) Categorical (ordinal) 

Ca Number of prima vessels (0-3) colored by radioscopy  Numerical (Integer) 

Thal Thalassemia (3=normal; 6= fixed defect; 7= reversible 

defect) 

Categorical Nominal) 

target Occurrence of HD presence (0=no, 1 =yes) Categorical (Binary) 

 

Data Preprocessing 

The preprocessing was done on the dataset like encoding categorical features such as sex, cp, fbs, restecg, exang, 

slope and that was converted into numerical representation for the Autoencoder to process them. 

One-Hot Encoding in this the study each category of a categorical feature is transformed into a new binary features 

(0 or 1) . for instance, the chest pain type (CHP) feature with four categories (0,1,2,3) was transformed into four 

binary features chp_0, chp_1, chp_2 and chp_3. 

SMOTE Synthetic Minority Oversampling Techniques is a well-known oversampling techniques used to solve 

class imbalance in the HD prediction datasets. When there is more instances of patients without HD compared with 

patients with HD this phenomenon is known as imbalance in the dataset. This imbalance can affect the performance 

http://www.kaggle.com/dataset.


1622  Ogunsanwo et al./ UNIZIK Journal of Engineering and Applied Sciences 4(1), 1619-1630 

 

of the HD predictive model and can lead to biased models (Johnson, & Khoshgoftaar, 2019). The dataset was 

subjected to SMOTE to correct these issues. 

Autoencoders are a example of neural network used for unsupervised learning tasks. They work by learning an 

efficient representation that is  encoding  of the input data and used this to reconstruct the original data. Autoencoder 

is divided into two types namely: Encoder and Decoder. The Encoder consists of different layers of neurons that 

gradually reducing the dimensionality of the data, it is used to compress the input data into a lower dimensionality of 

the data.  The Decoder also consists of multiple layers of neurons that also gradually reducing the dimensionality of 

the data, it received the encoded representation from encoder and re construct the original input. (Hinton. & 

Salakhutdinov ,2006). The Autoencoder was used as feature extraction in this study and the autoencoder was able to 

reconstruct the image form the original image perfectly as seen in Figure 2 

 

    

 

 

 

 

 

 

 

 

 

 

 

Figure 2 Autoencoder features extraction for Original and reconstruction 

 

Light gradient Boosting Machine (LightGBM) 

LightGBM is a gradient boosting framework that uses tree- based learning algorithms. It is designed to be 

distributed which well suited for large complex tasks. It is known for fast training speed when compared to other 

gradient boosting. It also makes use of minimum memory space as a result that its uses histogram based algorithms 

to store data that reduce memory consumption (Meng et al, 2017). LightGBM was used for the classification of the 

HD in this study and the Mathematical model is seen in Equation 1 

F(x) = Σᵢ fᵢ(x)             (1) 

where: 

F(x) is the final prediction for input x. 

fᵢ(x) is the prediction of the i-th decision tree. 

Σᵢ represents the sum over all trees in the ensemble 

 

The Validating Metric Used  to validate the Models 

Mean Squared Error (MSE) evaluates the squared difference between the original data points and their 

reconstructions by the autoencoder as seen in Equation 2  

MSE = (1/n) * Σ(yi - ŷi)^2      (2) 

Where: 

n is the number of data points  

yi is the actual value of the i-th data point  

 ŷi is the predicted (reconstructed) value of the i-th data point 
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Root Mean Squared Error (RMSE) is the square root of the MSE. It used to measures the magnitude of the errors 

between original data and the reconstruction as seen Equation 3. 

RMSE = √MSE       (3) 

R-squared (R2) is also known as the coefficient of determination, it represents the proportion of variance in the 

target variables (original data) which is explained by the autoencoder  prediction (reconstructions) as seen in 

Equation 4 

R2 = 1 - (SSres / SStot)      (4) 

Where: 

SSres is the sum of squared residuals that is difference between actual and predicted values 

SStot  is the total sum of squares that is difference between actual values and the mean of the actual values. 

 

A confusion matrix is a table that is used to evaluate the performance of a classification model. It shows the 

number of correct and incorrect predictions made by the model compared to the actual outcomes; 

 

Accuracy: (TP + TN) / (TP + TN + FP + FN)    (5) 

Precision: TP / (TP + FP)       (6) 

Recall (Sensitivity): TP / (TP + FN)     (7) 

Specificity: TN / (TN + FP)      (8) 

F1-Score: 2 * (Precision * Recall) / (Precision + Recall)   (9) 

Where  

TP = True Positive 

TN= True negative 

FP = False Positive 

FN  False Negative 

 

3.1 Model Training 

The HD dataset used was acquired from Kaggle and preprocessed using techniques such as One-Hot Encoding and 

SMOTE thereafter the dataset was divided into 80% training and 20% testing as shown in Figure 3. 

 

 

 

 

 

Figure 3 Dataset divided into training and Testing 

 The heart dataset was subjected to one Hot encoding to convert categorical data into a numerical format. Thereafter, 

the dataset went through SMOTE to correct the bias in the dataset. Then features extraction was done using 

Autoencoder in order to increase the performance of the Model. The Autoencoder has input layer that consists of the 

same number of neurons as features (13) used in the dataset. Each neuron represents one features such as has the 

same number of neurons one features (age, sex, cp, trestbps, chol, fbs, restecg, thalachh, 'exang, oldpeak, slope, ca, 

thal. The input data is fed into the encoder, which processes it through its layers to produce the encoded 

representation in the latent space.The Encoder has three layers with three neurons as follows: 128, 64 and 32 for first 

layer, second and final layers respectively. The choice of neurons used depends on the complexity of the dataset and 
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the level of compression.  The decoder also have three neurons such as  64 ,128 and 13 for first, second and output 

respectively and uses sigmoid activation to reconstruct the original image as seen in Figure 4. 

 

 

 

 

 

 

 

Figure 4: Autoencoder Model for feature extraction 

3.2 Experiment Results and Discussions 

The Autoencoder model developed was able to reconstruct the original image and the image reconstructed is similar 

to the original image as seen in Figure 3 which implies the autoencoder model learn effectively. The MSE and 

RMSE graph plot shows that as the epoch is increase the MSE and RMSE value is reducing towards zero, this 

implies that the model performance is improving as the epoch values is increases as seen in Figure 5 & 6 . The Loss 

plot also revealed that the error values reduces as the epoch increases which shows that model error is reducing as 

the model improves on its prediction as seen in Figure 7.  

Figure 5: MSE for Autoencoder 
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Figure 6 RMSE for Autoencoder 

 

Figure 7: Loss value for Autoencoder 

 

Table 2 revealed that the autoencoder achieved a very low MSE of 0.00031, indicating a good fit to the data and 

suggesting the HD predictive model accurately reconstruct the input features and perform well. The results also 

revealed a value of 0.0177 for RMSE indicating a good fit to the data and suggesting the HD predictive model 

accurately reconstruct the input features  and  perform well  (Chai, & Draxler 2014). The results show that the model 

achieved a low MAE of 0.0120, indicating a good fit to the data and suggesting the HD predictive model accurately 

reconstruct the input features and perform well (Willmott & Matsuura, 2005). The autoencoder achieved a very high 

R2 of 0.9917, indicating a good fit to the data and suggesting the HD predictive model accurately reconstruct the 

input features  and  perform well (Kvalseth,1985). The results also revealed that model achieved high accuracy of 

91%. 

Table 2: Evaluation Results of Autoencoder used  for feature extraction 

Metrics Scores 

MSE 0.00031 

RMSE 0.0177 

R2 0.9917 

MAE 0.0120 

Accuracy 91 

LightGBN Model 
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The result of the classification model done with LightGBM with confusion for the HD predictive model shows that 

LightGBN correctly predicted 180 people as not having HD (class 0), incorrectly predicted  8 as having HD (class1),  

10 as not having HD (class 0) and correctly predicted 180 as having diabetes (class1) as seen in Figure 8       

 

 

 

 

 

 

 

 

 

Figure 8: LightGBM  confussion Matrix for the HD 

The Results of the LightLGB ROC for HD prediction shows an AUC value of 0.99 which means that if a person 

with HD and one without HD is randomly picked from the dataset , Based on the result its clearly demonstrated that 

there is 99% chance that the test will give a higher score to the person who actually has HD as seen in Figure 9 

 

 

 

 

 

 

 

 

Figure 9: Light GBM  ROC curve 

 

Gradient Boosting Model 

The result of the confusion matrix for the HD predictive model shows that Gradient Boosting  correctly predicted 

172 people as not having HD (class 0), incorrectly predicted  16 as having HD (class1),  19 as not having HD (class 

0) and correctly predicted 171 as having diabetes (class1) as seen in Figure 10 
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Figure 10 Gradient Boosting confusion Matrix 

The Results of the Gradient Boosting ROC for HD prediction shows  an AUC of 0.96 which means that if a person 

with HD and one without HD is randomly picked from the dataset, Based on the result its clearly demonstrated that 

there is 96% chance that the test will give a higher score to the person who actually has HD as seen in Figure 11 

 

 

 

 

 

 

 

Figure 11   Gradient boosting ROC curve 

The bar plot Result for the Heart Disease prediction 

The result of bar plot show a clearer picture of the relative risk of HD based on chest pain. The bar plot showing 

percentages provides a clearer picture of the relative risk of heart disease based on chest pain type. The model 

revealed that there’s typical and atypical angina that have higher percentage for patients with HD which shows the 

importance in heart prediction. The target variable =1 suggests a strong association as seen Figure 12 

 

 

 

 

 

 

Figure 12 Box plot for the HD Prediction 
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The count plot for the heart disease  

The result of count plot revealed that chest pain (CHP) has four categories namely: chp=0, chp =1, chp=2 and 

chp=3. Figure revealed that for the category cp=0,it indicates a strong relationship between typical angina and the 

presence of HD. For cp=1 shows an increased count for patient with HD . For cp=2 category a higher count for 

patients without HD and its represents chest pain not related to heart issues. The cp-3 categories have a mixed 

distribution, as some patients with HD might not experience chest pain as seen in Figure 13 

 

 

 

 

 

 

 

Figure 13: Count Plot for Chest pain versus hearth disease 

 

The Features Importance 

The results of features importance of the HD plotted revealed that Resting  electrocardiographic results (restecg) and 

Resting blood pressure (Tresbps) have high importance score of 431 and 412 respectively, it suggests that these two 

factors are  strong indicators of HD risks. The results of the Serum cholesterol (chol) has a low importance score of 

18 it suggests that these factor is a weak indicator of HD risks as seen in Figure 14 

 

 

 

 

 

 

 

 

 

 

Figure 14: Heart Disease feature importance 

 Discussions 

Table 3 revealed that LightGBM model has a high precision of 96% meaning its good in avoiding false positive that 

is incorrectly classifying someone as having HD when they do not.  The result revealed that the model has a good 
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recall result of 95% indicating it identifies most of the actual HD cases. The F1 score of 95% reflects a good balance 

between precision and recall. The model give a specificity result of 96% meaning that the model correctly identified 

96% of individuals who did not have HD. The accuracy result of 95% suggests that the model performed well in 

identifying both individuals with and without HD. This shows that the model overall ability to make correct 

prediction. Table 4 revealed that gradient Boosting model has a high precision value of 91%. The recall result of 

90% indicating it equally good in recognizing HD cases. The F1 score of 91% reflects a good balance between 

precision and recall. The model give a specificity result of 91% meaning that the model correctly identified 91% of 

individuals who did not have HD. The accuracy result of 90%. 

Table 3: Evaluation Results of LightLGBM 

Metrics Scores 

Specificity 95.7% 

Precision 95.7% 

Recall 94.7% 

F1 95.2% 

AUC 0.99 

Accuracy 95 

 

Table 4: Evaluation Results of Gradient Boosting  

Metrics Scores 

Specificity 91.7% 

Precision 91.7% 

Recall 90.% 

F1 91.% 

AUC 0.96 

Accuracy 90 

 

Comparison of the two Models 

The comparison results of the model shows that LightGBM outperform the boosting gradient as shown in Figure 15 

and 16 in term of accuracy and ROC. 

 

 

 

 

 

Figure 15: Accuracy compassion of models 

 

 

 

 

 

 

 

Figure 16: ROC compassion of models 
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The study of Heart Disease predictive model using autoencoder with LightGBM and Gradient boosting developed in 

this paper is compared with the results of the study carried out by Folorunsho et al ( 2024)  on prediction of Diabetes 

risks using Autoencoder with Explanable AI the model of the study achieved accuracy of  89.5 % the study 

outperform the study with accuracy of 95% . Also compared with study carried out by Divya et al. (2024); Kardam 

et al. (2024) on prediction of HD where the model achieved an accuracy results of  93.5%. and 81% respectively. 

Our model outperform the model with an accuracy of 95%. 

 

4.0. Conclusion  

The goal of this study is to examine the strength of ML in prediction using Autoencoder with LightGBM and 

Gradient Boosting to predict the HD with 13 predicting factors based on the dataset collected from kaggle.com 

repository. The study developed autoencoder with LightGBM and Gradient Boosting for HD predictive model 

provides a promising approach for HD prediction.One Hot encoding and SMOTE were used for preprocessing of the 

dataset The validating metrics used for the Autoencoder model revealed the model perform well with high values for 

accuracy and R2 and low values for MSE, RMSE and MAE metrics. The validating metrics used for the LightGBM 

and Gradient Boosting models revealed that the two models perform excellently with high values for Specificity , 

Precision, Recall, F1, AUC and Accuracy.  The study concluded that LightGBM perform better than Gradient 

Boosting based on the metrics used for validation. Also the study revealed that  there is relative risk of HD based on 

chest pain type as clearly seen in the bar plot and count plot developed for HD prediction. So also that Resting 

electrocardiographic results (restecg) and Resting blood pressure (Tresbps) are strong factors to HD prediction. The 

model is recommended to the health sector management to guide their decision-making. Its potential integration 

with predictive model and clinical validation will assist greatly to improve the HD diagnosis and prevention .  

 

5.0 Recommendation 

⚫ Extensive works could be done with more validating metrics and more deep learning techniques could be 

employed to increase the accuracy on the model. 

⚫ Different clinical dataset for HD could be used.  

⚫ Classification threshold can be varies in order to improve the recall 
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